A Complementary Metal Oxide Semiconductor sensor array based detection system for Laser Induced Breakdown Spectroscopy: Evaluation of calibration strategies and application for manganese determination in steel
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Abstract

This paper describes a low cost detection system for Laser Induced Breakdown Spectroscopy based on a simple spectrograph employing a conventional diffraction grating and a non-intensified, non-gated, non-cooled 1024 pixel Complementary Metal Oxide Semiconductor linear sensor array covering the spectral range from about 250 to 390 nm. It was employed in conjunction with a 1064 nm, 5 ns pulse duration Nd:YAG laser source for analyzing steel samples using the integration of 300 analysis pulses (35 mJ each). That led to gains in the signal-to-noise ratio of approximately 3 and 16 for Mn and Fe peaks, respectively, in addition to gains in the emission intensities of about 5.3, both in comparison with the integration of just 50 analysis pulses. The acquired emission spectra were used for Mn determination, in the range from 0.214 to 0.608% m/m as previously determined by ICP OES, evaluating different univariate (at different discrete wavelengths) and multivariate (over different spectral ranges) calibration strategies. The best results, using a PLS calibration model in the spectral range from 292.9 to 294.5 nm (related to Mn emission peaks), had relative errors of prediction of the Mn concentrations, for samples not employed in the calibration, from 0.3 to 7.3%, which are similar to or better than those obtained for Mn determination in steel using higher cost detection systems. The successful analytical application of the new detection system demonstrated that the performance of low cost detection systems can be very good for specific applications and that its low resolution and sensitivity can be at least partially compensated by the use of chemometrics and the integration of analysis pulses.© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Laser Induced Breakdown Spectroscopy (LIBS) is an analytical technique based on the application of one or more high power short duration laser pulses on a reduced region of the sample to be analyzed, promoting its ablation and/or excitation, with the formation of a transient plasma, whose emitted radiation is monitored by means of an appropriate detection system (wavelength selector and detector) and is associated with the chemical composition of the sample. Although LIBS still presents some drawbacks in relation to other atomic spectroscopic techniques, mainly lower detectivity, advantages such as direct and fast analysis of practically any kind of sample (no need for sample pre-treatment or digestion procedures, allowing direct field analysis), lower sample consumption (practically non-destructive), and the possibility of micro-analysis (analysis of micro-regions of the sample, allowing analysis of solid surfaces with spatial resolution) make LIBS a very attractive analytical tool [1]. In addition, in recent decades, the development of modern solid state lasers (more compact and with shorter pulse duration), high resolution and wide spectral coverage polychromators, and highly sensitive gated detectors also contributed to the increase of interest in LIBS. Therefore, several reviews about this promising analytical technique have been published in the last few years [1–8].

In addition to the laser source, frequently a Q-switched Nd:YAG solid state laser [9–11], common LIBS instrumentation
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also includes an optical system, to drive and focus the laser radiation onto the sample and to collect the radiation emitted by the plasma, a wavelength selector, such as an optical filter [12] or a grating polychromator, and a detector, such as a photo-multiplier [13,14] (used to monitor discrete wavelengths) or a solid state sensor array. Recently, the use of a special kind of grating polychromator, called echelle polychromator, associated with an intensified charge coupled device containing a bi-dimensional sensor array (ICCD camera) has increased. The echelle polychromator, which employs two dispersing elements in a crossed configuration, generates a high resolution bi-dimensional dispersion covering a wide spectral range [15–17].

The ICCD camera employs an image intensifier (usually a micro-channel plate — MCP), which also acts as a fast radiation shutter, and a cooling device (a Peltier element) to increase sensitivity [18–20]. These features match the specific characteristics of plasma-emitted radiation: an initial high intensity background (eliminated by delaying MCP activation after the application of the laser pulse) superimposed on several low intensity atomic emission lines (some of them very close to each other). This makes the use of this kind of detection system almost compulsory in LIBS. However, as these components are very expensive and their dimensions impede their integration in portable instruments, conventional grating polychromators associated with non-intensified linear CCD [21,22] (without MCP) or intensified photodiode arrays [23,24] are still employed in LIBS instruments.

One of the interesting fields of LIBS applications has been the metallurgical industry, due to the need for fast and direct analysis of products, saving time and operating costs. Among the most analyzed samples, such as brass [25], gold [26], copper [27,28] and aluminum alloys [29,30], steel accounts for most LIBS applications [31–35], probably due to its wide industrial applications. In steel-making processes, some added elements, such as manganese, play an important role for improving the mechanical and chemical properties, such as strength, toughness and heat and corrosion resistance. Thus, the manganese content must be strictly controlled, since it contributes to determining the performance of steel materials, and a rapid and precise analytical method would be desirable [36]. In steel production, the final average manganese content is about 0.6% and the reproducibility of standard methods for manganese determination in steel range typically from 2 to 5% [37,38]. Although ICP OES, a well-established atomic emission spectroscopy technique, commonly has lower limits of detection and better accuracy and reproducibility than LIBS for elemental determinations, LIBS presents important advantages over ICP OES, as direct analysis of practically any kind of sample, practically non-destructive feature, possibility of micro-analysis, and others [1]. However, although LIBS is a high throughput analytical tool that can be applied for direct analysis of steel samples, its poor pulse-to-pulse energy repeatability [39–41], which affects spectral repeatability (and, therefore, precision and accuracy), and the high costs of some instrumental components, such as the echelle spectrograph and the ICCD camera, still restrict its wide application in the metallurgical industry.

The present paper describes a low cost detection system for LIBS, employing a conventional grating polychromator coupled to a non-intensified non-gated and non-cooled CMOS linear sensor array. The system was applied for manganese determination in steel samples, integrating the plasma radiation generated by the application of several analysis pulses and evaluating different calibration strategies, univariate and multivariate (using chemometrics), in order to compensate for pulse-to-pulse energy variations of the laser source and the low resolution and detectivity of the detection system.

2. Experimental

2.1. Instrumentation

The laser source employed was an actively Q-switched Nd: YAG laser (Quantel Brilliant) with 1064 nm wavelength, 360 mJ pulse energy, 5 ns pulse duration and 20 Hz pulse repetition rate. The laser pulses were driven and focused onto the sample surface using a dichroic mirror and a BK7 bi-convex lens. The lens position was adjusted so that its focus (25 cm) was located 0.5 cm below the sample surface. The focus position, also called beam waist position [42], was studied between 2 cm above and 2 cm below the sample surface, with the positions inside the sample giving higher signal-to-background ratios. In addition, for the analysis of steel samples using LIBS, the report of higher emission intensities with the focus below the sample surface is very common [43,44]. The plasma-emitted radiation was collected by means of a quartz bi-convex lens (short focal length), placed at 45° in relation to the sample surface and coupled to an optical fiber cable (50 μm core diameter), which was connected to the entrance of the homemade detection system. The detection system was composed of a Czerny–Turner grating polychromator, made using two concave mirrors (10 cm focus and 5 cm diameter) and a conventional holographic grating (Edmund Optics, 2.5 cm side, 1800 grooves mm$^{-1}$, 13° blaze angle), coupled to a 1024 pixel CMOS linear sensor array (Hamamatsu S8378-1024Q) and its driver circuit (Hamamatsu C9001). The detection system was arranged so that its spectral coverage was from approximately 250 to 390 nm along the sensor array (calculated using a Hg/Ar calibration source), giving a nominal resolution of 0.14 nm. A microcomputer containing a communication interface (ADLink PCI-9111) and running a home-made software (developed in Microsoft Visual Basic.Net 2003) was used to control the application of the laser pulses and for data acquisition from the detector. Schematic representations of the instrument and of the detection system are shown on Fig. 1.

2.2. Experimental procedure for Mn determination

LIBS spectra were obtained for 11 steel samples. The samples were pre-treated by polishing in order to remove surface contaminations. Each sample was analyzed in 3 replicates, each replicate by applying 300 laser pulses (35 mJ pulse$^{-1}$ — adjusted varying the laser Q-switch delay) at a different surface location, with the integration of the 300 generated plasmas by
the CMOS sensor array (15.5 s integration time gate). This pulse energy gave a theoretical irradiance of about $1.3 \times 10^{10}$ W cm$^{-2}$ pulse$^{-1}$, calculated according literature [42]. In the analysis of metal alloys, it was demonstrated that the lower the pulse energy, the lower the background emission [45] and that the non-gated detection can even lead to lower limits of detection than that obtained with gated detection when using lower pulse energies [46]. Therefore, a pulse energy much lower than the maximum provided by the laser was selected in order to avoid a higher background emission, once the detection here is non-gated. In addition with the use of a lower pulse energy, we have to use a higher number of analysis pulses in order to obtain a measurable emission spectrum, leading to a better repeatability of the emission signal (discussed later). The 3 spectra of replicates were averaged, giving just one LIBS spectrum representing each sample, and pre-treated by full multiplicative scatter correction (MSC) in order to correct baseline variations. Different calibration models were constructed and evaluated for Mn determination: some of them using univariate calibration based on peak heights at different wavelengths and others using multivariate calibration, by Partial Least Squares (PLS) with full cross validation, employing different spectral ranges. For all PLS models, the emission spectra were previously mean centered. The spectra of 6 or 7 samples (discussed later) were used for the construction of the calibration models for Mn concentration and the spectra of 4 samples (not used for calibration) were employed for predicting their Mn concentrations using the models constructed (external validation). The samples analyzed were secondary standard materials, whose Mn concentrations, determined by ICP OES, ranged from 0.214 to 0.608% m/m for 10 samples (distributed along the whole range). The remaining sample had 0.939% of Mn concentration. The average standard deviation of the Mn concentrations, evaluated by analyzing five replicates of three samples with different concentration levels, was determined as 0.008%. The PLS models were constructed using the software The Unscrambler 9.6 (CAMO, Norway).

3. Results and discussion

3.1. Integration of analysis pulses

The integration of all the radiation emitted from the plasmas generated by the application of several analysis pulses was necessary due to the low detectivity of the detector used; this integration substantially increased the emission intensity of LIBS spectra. Fig. 2a shows typical LIBS spectra obtained using the instrument developed for the same sample of steel, varying the number of analysis pulses from 50 to 300. For each spectrum obtained, the integration time gate of the detection system was adjusted according to the time necessary to integrate
the radiation emitted from all generated plasmas. Fig. 2b shows
the same spectra, but with a zoom at the region of the Mn peak
at 294.9 nm (identified with an asterisk in Fig. 2a) and baseline
corrected, demonstrating the gain in the analytical signal with
the increase of the number of analysis pulses.

3.2. Repeatability and signal-to-noise ratio

The relative low detectivity of the detection system required
the integration of several analysis pulses in order to obtain an
analytical signal with appreciable intensity. On the other hand,
this analytical mode minimizes the pulse-to-pulse energy var-
iation, leading to a better repeatability of the emission intensity
and, consequently, to a better signal-to-noise ratio in the ac-
quired LIBS spectra. A steel sample was analyzed in 5 replicates
(at different surface locations) using 50 and 300 analysis pulses,
in order to quantify these improvements. The acquired spectra
were baseline corrected and 2 peaks having different wave-
lenghts and intensity levels were analyzed: the Mn peak at
294.9 nm and the Fe peak at 344.3 nm.

The results, shown in Table 1, demonstrate gains of about 5.3
in the emission intensities, which are close to the expected
factor of 6, when 300 analysis pulses were used in comparison
with the use of 50 analysis pulses. The results also show gains
of approximately 3 and 16 in the signal-to-noise ratios of the Mn
and Fe peaks, respectively, which are also due to the improve-
ment in the repeatability of the emission intensities with the
increase in the number of analysis pulses. For the Mn line,
although the relative standard deviation has also decreased, the
decrease was lower than that for the Fe line, giving a lower
increase factor in the signal-to-noise ratio. This might indicate a
non-homogeneous distribution of the Mn in the samples, which
is very common at these concentration levels. However, it is
clear that the improvements when using 300 analysis pulses
must be still higher in comparison with the use of just one
analysis pulse, very common in analyses using LIBS.

As the highest emission intensities, repeatabilities and signal-
to-noise ratios were obtained using 300 analysis pulses, that
condition was used in all Mn determinations.

3.3. Mn determination

The determination of Mn in steel samples was evaluated
employing different calibration models: univariate calibration
models at discrete wavelengths related to Mn emission

and multivariate calibration models using different spectral
ranges.

For a preliminary investigation of the emission data, a PLS
model for Mn concentration was constructed using all emis-
sion spectra. The regression coefficients using the first 2 latent
variables, whose high values indicate the wavelengths of the
emission spectra that best correlated to Mn concentrations, are
shown in Fig. 3a. The spectral regions with the highest re-
gression coefficients were those at about 294 nm and 344 nm,
which are related to Mn and Fe emission peaks, respectively.
The zoom at the spectral region from 290 to 298 nm, shown in
Fig. 3b, revealed 3 regions of maxima regression coefficients,
whose wavelengths are related to those of Mn emission peaks.
Therefore, these 3 wavelengths were evaluated separately for
Mn determination using univariate calibration.

Table 2 shows the results of the validation of the univariate
models, using linear calibration, in predicting the Mn concen-
trations for 4 steel samples (not used in the construction of the
model). For each wavelength, 2 calibration models were con-
structed: one employing the spectra of 6 samples, with Mn
concentrations ranging from 0.214 to 0.608%, and the other
employing 7 samples, including the sample containing 0.939%
of Mn in order to evaluate the linearity of the models. The 4
validation samples were chosen in order to have samples with

![Fig. 3. Regression coefficients for a PLS calibration model using all emission
spectra: (a) all the spectral range, (b) wavelength expanded showing maxima
values related to Mn emission peaks.](image-url)
Mn concentrations homogeneously distributed in the range from about 0.2 to 0.6%, as in the calibration with 6 samples, as in the validation. The results showed better calibration and prediction for 293.4 and 294.1 nm, evaluated by means of higher correlation coefficients for the calibration and lower root mean square errors of prediction (RMSEP). The models with the sample containing 0.939% of Mn presented worse results, explained by their poorer linearity caused by including this sample, which might be due to the occurrence of some self absorption. Another source of errors in the models might be a non-homogeneous distribution of the Mn in the analyzed samples at the concentration levels studied, as discussed earlier.

Five different spectral ranges were used in the construction of the PLS models, employed for the evaluation of the Mn determination using multivariate calibration. One of them was the whole spectral range and the remaining ones were based on combinations of the wavelength ranges from 292.9 to 295.4 nm (related to Mn emissions) and from 344.3 to 344.7 nm (related to a Fe emission), both with the highest regression coefficients in the preliminary PLS model (Fig. 3a). Therefore, the 5 spectral ranges selected were: (i) all available wavelengths (from about 250 to 390 nm), (ii) 292.9 to 295.4 nm, (iii) 292.9 to 295.4 nm + 344.3 to 344.7 nm, (iv) 292.9 to 295.4 nm (covering just the 2 Mn emission peaks that presented best results using univariate calibration) and (v) 292.9 to 294.5 nm + 344.3 to 344.7 nm. The use of spectral ranges constituted those just by wavelength ranges related to Mn emissions and the same spectral ranges including also the wavelength range related to the Fe emission was made in order to evaluate the effect of the selection of a spectral range just by its regression coefficients (even if it was not related to the analyte) on the performance of the calibration models. The samples chosen for calibration and external validation were the same as for the univariate models and, in the same way, two calibration models were constructed for each selected spectral range: one including the sample containing 0.939% of Mn (7 calibration samples) and the other one without that sample (6 calibration samples). The results found for the calibration using full cross validation and external validation are shown in Table 3.

As can be seen, the use of 7 calibration samples led to models with a higher number of latent variables (LV), probably for trying to model non-linearities due to the inclusion of the sample containing 0.939% of Mn. In comparison with the corresponding models using 6 calibration samples, the models with 7 calibration samples almost always presented higher errors for predicting the Mn concentrations (RMSECV and RMSEP), explained, once more, by the poorer linearity caused by including the sample containing 0.939% of Mn, not successfully corrected by multivariate calibration models based on linear combinations, such as PLS. The same behavior was found for the univariate calibration models (in terms of RMSEP). The only exception is that for the multivariate calibration models using the spectral range from 292.9 to 295.4 nm, where the RMSEP for the model employing 7 calibration samples was a little lower than that employing 6 calibration samples, but using a higher number of latent variables, as discussed earlier, making it less robust. In addition, although we can see that the RMSECV values were, almost always, higher than the RMSEP values for a given spectral range and number of calibration samples, we can say nothing about the significance of that differences because of the low number of samples, as for the calibration (6 or 7 samples), as for the validation (4 samples).

Another important feature that can be seen is that calibration models including the spectral range related to Fe emission (344.3 to 344.7 nm) presented higher RMSEP, although they presented lower RMSECV, in comparison with the corresponding models employing just spectral ranges related to Mn emission peaks. That demonstrates that the wavelength selection for multivariate calibration using just the information of the regression coefficients (or the “loadings” data for the first principal components) from a preliminary data investigation, very common in chemometrics using other types of spectral data (such as those from near infrared spectroscopy), is not recommended for LIBS spectral data. LIBS spectra provide significant spectral information, characterized by several emission lines very close to each other (sometimes superimposed on each other). In addition, as expected concerning the previous explanation, the higher RMSECV and RMSEP values were obtained using the whole spectral range for the multivariate calibration. The excess of information present in the whole low

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Results of Mn determination using different univariate calibration models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration samples</td>
<td>( \lambda / \text{nm} )</td>
</tr>
<tr>
<td>6</td>
<td>293.4</td>
</tr>
<tr>
<td></td>
<td>294.1</td>
</tr>
<tr>
<td></td>
<td>295.0</td>
</tr>
<tr>
<td>7</td>
<td>293.4</td>
</tr>
<tr>
<td></td>
<td>294.1</td>
</tr>
<tr>
<td></td>
<td>295.0</td>
</tr>
</tbody>
</table>

a Correlation coefficient for the calibration.
b Root mean square error of prediction using external validation (in % m/m).

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Results of Mn determination using different multivariate calibration models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration samples</td>
<td>( \lambda / \text{nm} ) a</td>
</tr>
<tr>
<td></td>
<td>( R_{\text{PCV}} ) b</td>
</tr>
<tr>
<td>6 All</td>
<td>0.231</td>
</tr>
<tr>
<td>(1)</td>
<td>0.934</td>
</tr>
<tr>
<td>(1)+(3)</td>
<td>0.940</td>
</tr>
<tr>
<td>(2)</td>
<td>0.963</td>
</tr>
<tr>
<td>(2)+(3)</td>
<td>0.978</td>
</tr>
<tr>
<td>7 All</td>
<td>0.776</td>
</tr>
<tr>
<td>(1)</td>
<td>0.962</td>
</tr>
<tr>
<td>(1)+(3)</td>
<td>0.982</td>
</tr>
<tr>
<td>(2)</td>
<td>0.957</td>
</tr>
<tr>
<td>(2)+(3)</td>
<td>0.984</td>
</tr>
</tbody>
</table>

a \( \lambda / \text{nm} \) a Calibration Validation LV d |
| Sample | \( \lambda / \text{nm} \) a | Calibration Validation LV d |
| 6 All | 0.231 | 0.150 | 0.986 | 0.046 | 2 |
| (1)  | 0.934 | 0.054 | 0.987 | 0.034 | 1 |
| (1)+(3) | 0.940 | 0.053 | 0.986 | 0.036 | 1 |
| (2)  | 0.963 | 0.042 | 0.999 | 0.014 | 1 |
| (2)+(3) | 0.978 | 0.036 | 0.998 | 0.022 | 1 |
| 7 All | 0.776 | 0.143 | 0.987 | 0.063 | 3 |
| (1)  | 0.962 | 0.062 | 0.995 | 0.023 | 3 |
| (1)+(3) | 0.982 | 0.046 | 0.978 | 0.041 | 2 |
| (2)  | 0.957 | 0.065 | 0.999 | 0.038 | 1 |
| (2)+(3) | 0.984 | 0.042 | 0.939 | 0.058 | 2 |

a \( \lambda / \text{nm} \) a Calibration Validation LV d |

- RMSECV: root mean square error of prediction using full cross validation;
- RMSEP: root mean square error of prediction using external validation (in % m/m);
- LV: Number of latent variables used in the model.
resolution spectra, most of them not related to the manganese content, and the probable existence of several unresolved emission lines lead to worse calibration models. That demonstrates that, although the present detection system has a low cost, its low resolution imposes a caution against the abusive use of chemometrics. Therefore, the results of a preliminary multivariate data investigation serve as just a guide for wavelength selection, which must be made in conjunction with information about the atomic emission lines.

Finally, the best results for Mn determination, considering the RMSEP values, were obtained with the multivariate calibration model using 6 calibration samples and employing the spectral range covering just 2 (292.9 to 294.5 nm) of the 3 main Mn emission peaks from 292 to 296 nm, demonstrating the advantage of this kind of calibration over the simpler univariate calibration (much employed in LIBS). Further reduction of the spectral range in order to cover just one of the cited Mn emission peaks resulted in higher RMSEP values. Fig. 4 shows the LIBS spectra for the 6 calibration samples within the spectral range from 292 to 296 nm (showing a strong variation of the emission intensity mainly from about 292.9 to 295.4 nm due to the different Mn concentrations) and the predicted versus measured Mn concentrations graph for the calibration samples obtained with the best calibration model using full cross validation. The relative errors for Mn prediction ranged from about 0.3 to 7.3% for external validation using our best calibration model. Considering all samples (external validation and calibration with full cross validation), the average relative error for Mn prediction was about 7.0%. These values are similar to or better than those obtained for Mn determination in steel, within a similar concentration range, using LIBS with higher cost detection systems (polychromators with higher resolution and/or gated, cooled intensified detectors) [34,35]. For a future work, we can think of employing the present detection system for LIBS analysis of simpler matrices, as aluminum alloys, with a possible perspective of good results.

4. Conclusions

This paper has described a low cost detection system for LIBS, composed of a conventional grating polychromator coupled to a CMOS sensor array, whose development required a total cost of just US$ 700, which is much lower than the costs of gated and intensified detection systems usually employed in LIBS. In addition, this cost is also much lower than that of commercial low cost detection systems, as those from Ocean Optics, although this last one has a higher spectral resolution and sensitivity. Ocean Optics has a spectrograph for LIBS based on up to seven spectrographs, each one using a 2048 pixel linear CCD array and having a spectral coverage of 100 nm. The cost of each spectrograph is US$ 3674. The new detection system described here was successfully applied for Mn determination in steel samples using a Nd:YAG laser source for ablation and excitation.

The application of 300 analysis pulses of 35 mJ each and integration of the whole emitted radiation made possible the acquisition of emission spectra with good detectivity for the steel samples analyzed. The integration of several analysis pulses compensated the poor detectivity of the detection system by increasing the total emitted radiation measured and also minimizing the effect of pulse-to-pulse energy variation of the laser source and a possible non-homogeneous distribution of the Mn in the samples in terms of depth. The use of 300 analysis pulses led to gains in the signal-to-noise ratio of approximately 3 and 16 for Mn and Fe peaks, respectively, in addition to gains in the emission intensities of about 5.3, both in comparison with the application of just 50 analysis pulses.

Among the different univariate and multivariate calibration strategies evaluated for Mn determination using the acquired LIBS spectra, the best results were obtained using a PLS calibration model in the spectral range from 292.9 to 294.5 nm. This model had advantages in relation to the simple univariate calibration commonly used in LIBS, with relative errors of prediction of the Mn concentrations for 4 samples (not employed in the calibration) ranging from 0.3 to 7.3%. In addition, these results are similar to or better than those obtained for Mn determination in steel using higher cost detection systems, demonstrating that the use of multivariate calibration can also
compensate for the lower resolution and detectivity of lower cost detection systems. The results obtained with the different multivariate calibration models also showed the importance of selecting wavelengths for multivariate calibration using not only the regression coefficients, but also information about the relevant emission peaks.

Although the use of intensified and gated detectors in conjunction with high resolution polychromators has become almost compulsory in LIBS, the development of alternative detection systems for LIBS, such as that described in this paper, are very important in order to avoid the higher costs of the instrumentation related to this analytical technique, contributing to the dissemination of its application. In addition, as demonstrated in this paper, the performance of low cost detection systems can be very good for specific applications, where their lower resolution and detectivity can be at least partially compensated by the use of chemometrics and the integration of analysis pulses.
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